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:The coding and processing techniques discussed in this paper
are designed to improve the reliability of digital message reception
in the presence of noise. High noise conditions occur quite frequent-
ly during radio reception especially when these signals originate at
forward area military positions. The usual cause for this poor radio
reception is related to the constraints imposed by low transmitter
power, limits on air time, and unfavorable terrain conditions. The
importance of improving the reliability of forward area message recep-
tion is stressed because the information so obtained provides essen-
tial descriptors that are pertinent to command and control functions.

In an effort to determine the cause of message delivery fai
ure in the presence of increasing noise, laboratory tests were per-

formed under controlled noise conditions. The results of these tests
indicated that as the signal-to-noise power ratio decreased errors
first appeared in the data character framing information. It should
be noted that the message synchronizing procedure used to decode re-
ceived digital data is hierarchical in nature involving bit synchroni-
zation, data character framing, and message block identification. If
any one of these functions is not correctly implemented the transmit-
ed message cannot be successfully decoded. Ideally, as increased
noise degrades the data communications channel the synchronizing sys-
tem should not fail before the message information becomes unintelli-
gible; a condition that is presently not satisfied because data char-
acter framing requires error-free code reception.

The reason for the premature failure of the data character
framing function in the presence of increasing transmission channel
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noise lies in the inherent weakness of the method used to establish
data character framing. Data character framing is accomplished by tem-
plate matching techniques where a given bit sequence is transmitted
during the message preamble that must be perfectly matched at the re-
ceiver terminal. With this method a single bit error will prevent the
correct identification of data character framing thereby causing loss
of the complete message. The vulnerability of data character framing
to noise cannot be reduced by employing error correction coding because
subsequent error correction decoding requires a priori knowledge of
data character framing.

The identification of data character framing as the most noise
vulnerable function in the data communications synchronizing procedure
led to the development of a data character framing technique that does
not use noise sensitive template matching. This technique involves the
introduction of a new code and associated data processing system. Be-
fore describing the new system, techniques used to obtain bit synchro-
nization will be discussed.

II BIT SYNCHRONIZATION

The following brief discussion of bit synchronization is pro-
vided to illustrate that this function can be maintained under noise
conditions that are far more severe than can be tolerated by the pres-
ent data character extraction process. By increasing the performance
of the data character framing process in the presence of noise, the
weak link in the data reception reliability chain can be strengthened.

Figure 1 illustrates a typical data message structure. Bit
synchronization data consists of a series of l's and O's. This cyclic
signal structure is convenient for obtaining the timing information
necessary to synchronize the receiver clock with the message signal.
Receiver synchronization is usually accomplished by means of a Phase-
Locked Loop (PLL) such as illustrated in Figure 2. In its basic form,
the PLL (1) consists of a phase detector, a loop filter/amplifier and
a receiver clock which consists of a voltage controlled oscillator
(VCO). The phase detector is used to compare the phase of the incom-
ing signal with that produced by the VCO, and then generate a result-
ant error voltage proportional to the difference. The loop filter
provides short term memory and usually contains a linear amplifier.
Amplification is provided so that oscillator control voltage can be
derived from minimal error voltages thus maintaining close tracking
between the incoming signal and the VCO. The VCO is designed to have
a nominal frequency stability within a few cycles of that of the in-
coming signal frequency. In operation this frequency differential
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Figure 1. Tvvfcal data message structure.
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Figure 3. Proposed data character framing code.
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is used to derive an error control voltage that drives the frequency
of the VCO into lock with the incoming signal.

The PLL's superior performance during high noise reception
conditions is related to the following: The PLL acts as an extremely
narrowband filter which rejects sideband noise. It does this by sup-
plying a local coherent signal that enhances its ability to extract
narrowband signals from noise. The memory provided by the PLL supplies
additional flywheel stability to the VCO during the presence of random
noise.

III DATA CHARACTER FRAMING CODE

A typical 32-bit data character framing code illustrated in
Figure 1, consists of three American Standard Code for Information
Interchange (ASCII) "SYN" characters, and one ASCII "SI" character. It

should be noted that the weakness in the present method for extracting
data character framing information is not related to the ASCII code
characters utilized, but is related to the inability of the technique
used to cope with bit errors. This weakness is illustrated by the
following: In operation the receiver contains a replica of the 32-bit
data character framing code which it attempts to match with the con-
tinuous flow of a 32-bit data sequence encoded in the incoming signal
stream. When a 32-bit match is obtained it is used to establish the
timing period for the start of the first bit of the first data char-
acter of the message. The start of successive data characters is then
identified by means of a local counter driven by the bit synzhronized
clock. It is readily seen from the above procedure that a single bit
error in the received data character framing code will cause the loss
of the transmitted message.

It is emphasized that the present technique for processing the
data character framing code is a serial bit-by-bit procedure with no
tangible results until the entire code has been processed. Not until
this point is reached can a GO or NO-GO decision be made with respect
to the starting period for message data character framing. It would
therefore be advantageous to have a technique that would provide the
required data character framing by sampling less than the complete
32-bit code. This feature would reduce the chance of error in direct
proportion to the reduction of the bit sample size. It would also be
advantageous to make the samples sufficiently small so that a multi-
plicity of samples could be processed during one 32-bit data character
framing period. Such a technique would be especially effective during
noisy reception conditions as it would provide several opportunities
to obtain the required error-free bit sample necessary to establish
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message data character framing.

A data character framing code that possesses the noise immuni-
ty features discussed above has been developed, based on viewing data

framing as a countdown rather than a pattern. This code is illustrated
in serial form in Figure 3. The pertinent noise immunity features that
make this code ideally suited to the data character framing application
are: it contains a high information density, it provides for simulta-
neous parallel and serial scanning, it identifies error-free bit se-
quences, and it establishes data character framing from only one small
error-free bit sequence within the frame.

The high information density of the new code can be illus-
trated by first examining its structure. This is done with reference
to Figures 4 and 5. The code is derived from the 32, 5-bit character

code shown tabulated in paralled form in Figure 4. For identification
purposes numerals 0 - 31 have been arbitrarily assigned to the codes
as indicated in Figure 4. It will be noted from Figure 4 that suc-
cessive characters of the code are formed by shifting each of the bits
in columns 1,2,3 and 4, one bit position to the left and judiciously
selecting bits for the vacated column one positions. If the 5-bit
code shown in Figure 4 were to be used for randomly transmitting num-
erals 0 through 31, its efficiency with respect to information density

would be no better than if the standard 5-bit binary code had been
used. However, the data character framing operation is not a random
function; instead, it is a precisely defined countdown procedure.
Present data character framing techniques cannot take advantage of
this countdown feature because no method is available for identifying
the progression of the countdown process.

The structure of the data character framing code shown in
Figure 3 contains the necessary data to meet this countdown criteria.
That is, as the countdown progresses each new bit must contain the
additional data necessary to identify the position of that bit within
the countdown sequence. To demonstrate this, it should be noted that
all the information contents of the 32, 5-bit characters of Figure 4
reside in the 36 bits comprising row 0 and column 1. All the remain-
ing 124 bits in columns 2,3,4 and 5 are redundant. This can be seen
by reference to Figure 4, where for any 5 by 5-bit array, the bits
contained in the bottom row and left column of the array are identi-
cal. This structural characteristic was used to derive the data
character framing code illustrated in Figure 3, which consists of the
four 0 bits of row 1, plus the 32 bits of column 1. If this sequence
of bits is scanned with a 5-bit parallel aperture, then at any point
in the scanning process the bits within the aperture identify the
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Character Bit Character Bit
Number Number Number Number

54321 54321

0 00000 16 11011
I 00001 17 MI1In
2 00011 18 01100
3 00111 19 11001
4 01111 20 1on 0
5 11111 21 00141
6 11 10 22 01011
7 11160 23 101h
8 11000 24 rO'IO
9 10001 25 -1

10 -00010 26 11010
11 00100 27 10101
12 01001 28 01010
13 10011 29 10100
14 00110 30 01000
15 01101 31 10000

Figure 4. Proposed code data structure.
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Figure . Procesing the data character framing code.
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position of the aperture within the code. To establish data character
framing code countdown it is only necessary to pass the input message
data stream through a 5-bit shift register and extract the 5-bit count-
down codes from the parallel output of this shift register. A simpli-
fied schematic of this procedure is illustrated in Figure 5.

In the above discussion of data character framing code count-
down it was tacitly assumed that the received code contained no errors.
If the received code contains errors then the associated extracted
countdown code will also be in error. An example of the countdown
procedure where the signal stream contains errors is illustrated in
Figure 6. When referring to Figure 6, it should be noted that for sim-
plicity of illustration it is assumed that the data signal stream is
stationary and that the 5-bit aperture scans from left to right. The
bit identification numbering system used in Figures 3 and 5 is retain-
ed in Figure 6. This numbering system is also consistant with that of
Figure 4 when it is considered in conjunction with the corresponding
character in the scanning 5-bit aperture.

No generality will be lost if we start the discussion on code
processing by assuming that the 5-bit scanning aperture is reading
code (00000) corresponding to bit number "0" on the 0-31 scale. For
the present we will assume that the first six bits of the code are
error-free. As the 5-bit aperture scans one bit position to the right
code (00001) corresponding to bit number "1" will be read. Up to this
point the two codes read have been in consecutive order, namely: "0"
and "I". If it is now assumed that bit number "2" is in error, as is
indicated in Figure 6 by underlining the bit in error, then this code
will be read as character number "10". Because of the symetrical
nature of the code count, this abrupt jump in count order can only be
attributed to an error in either or both codes forming the discontin-
uous transition. At this point it is not necessary to locate this
error; it is sufficient to know that an error exists thus making the
data unreliable for processing.

As the 5-bit aperture continues to scan the right, it will be
noted from Figure 6 that the effect of the error is prevalent for the
five bit numbers "10","21","22","23", and "24". From this example it
can be seen that the minimum number of 5-bit aperture samples requir-
ed to establish an error-free countdown sample set is six. That is,

if six successive 5-bit aperture scans result in the generation of
six consecutive bit numbers, then this sample set Is error-free and
the last bit of this set can be considered correct and used as a ref-
erence to specify the number of bit periods remaining before the start
of the first character of the body of the message. That this is true
can be seen by noting that the set of six, 5-bit aperture samples
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DATA CHARACTER FRAMING CODE
BIT SYNC-., \4

BIT IDENTIFICATION NO's 0 3 6 9 12 15 18 21 24 27 30

BIT PERIOSCM4NING DIRECTION

(1) 00001(00000 "" 5-BIT APERTURE

(21) 00101
(22) 01011

(23) 10111
(24) 01110
(7) 11100
(8) 11000

(9) 10001
(10) 00010

(11) 00100
(12) 01001

(20) 10010
~,(21) 00101

CHAACER UMERS (22) 01-011
CHRCTRNUB(23) 10111 RECEIVED

(24) d1_110 CHARACTERS
(7) 11100
(19)-11001

Figure 6. Countdown procedure during error conditions.
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indicated by bit numbers "7","B","9","1O","11" and "1l" contain no
discontinuity of count. Bit number "12" of this sample set can there-
fore be used to initiate a countdown of the remaining 19-bit periods
of the data character framning code. The completion of the 19-bit
countdown marks the beginning of the first character of the body of
the message. This information can then be used to synchronize an in-
ternal counter for use in maintaining data character framing, message
block identification, and error detection and correction.

IV DATA CHARACTER FRAMING LOGIC

A flowchart illustrating the requirements for processing the
data character framing code is contained in Figure 7. The input pro-
cessing requirement is for a 5-bit store of the first-in-first-out
(FIFO) type. This store must operate at the synchronous transmission
rate, and be capable of accepting a binary digital data stream, while
providing a synchronous 5-bit parallel output.

A functional diagram of a system for firmware implementation
of the data character framing code is presented in Figure 8. The
FIFO store of Figure 7 is implemented in Figure 8 by a 5-bit shift
register. The data signal input is shifted through the register at a
synchronous rate by the internal clock. The 5-bit parallel out-put of
the shift register is fed to a 5-line to 32-line matrix decoder. A
more detailed look at a portion of the 5-line to 32-line matrix de-
coder is shown in Figure 9. Input lines of the matrix decoder are
activated by a logical-l; output lines of the matrix decoder respond
by producing a logical-l.

A simplified partial schematic of the pyramid logic network
decoder is shown in Figure 10. The function of this logic is to fil-
ter out all random inputs; producing a single output only in response
to six consecutive inputs. The input latches (2) of Figure 10 pro-
vide the necessary data storage so that during each bit period a con-
stant logical-I or logical-0 is applied to the associate AND gates.
In Figure 10 it is assumed that consecutive character number codes
(0),(l),(2),(3),(4) and (5) have been received. This places a logi-
cal-1 on the pyramiding AND gates resulting in a logical-1 appearing
at the output of AND gate "El", where it is applied to the input of a
26 stage countdown shift register. The output of the shift register
initiates data character framing.

An additional feature not shown in Figure 10 that must be pro-
vided for is the ability to automatically reset to logical-0 any
latch that has been set to logIcal-1, but does not belong to a con-
secutive set of six character numbers. Reset logic to accomplish
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this is shown in Figure 11, and the associate time logic of operation-

al events is tabulated in Table I. Only three input lines from the

matrix decoder are illustrated in Figure 11 as the operation of the

remaining 29 lines is identical to those presented. Referring to

Table I, the horizontal lines represent circuit activating triggers

with time delays increasing when going from the top to bottom of the
columns. The column numbers identify circuit nodes in Figure 11.

V CONCLUSIONS

A new binary digital code and associated data preocessing
technique has been described that is capable of extracting data char-

acter framing information from a noise contaminated digital data
stream. The need for such an approach has been emphasized because of

the inherent weakness of the present method for extracting data char-
acter framing, which is based on a noise sensitive template matching
technique. The ineffectiveness of the present method for obtaining
data character framing was substantiated during simulated operational
tests where, as the reception conditions deterioriated because of in-
creased noise, the data character framing function was first to fail.
Further tests indicated that if the ability to extract data character

framing could be extended down in the noise to a point where the mes-
sage contents become unintelligible, message delivery rates could be
significantly increased. The structured code of the proposed data
character framing technique satisfies the above condition by virtue
of its ability to operate in noisy environments. It accomplishes this
desirable result without resorting to increased transmitter powers or
receiver sensitivities.

The effectiveness of the proposed data character framing
method is indicated by noting that the system's noise immunity fea-
tures are such that it is only necessary to receive ten consecutive
error-free bits (six consecutive character numbers) to establish cor-
rect data character framing. In the limit, all remaining bits in the
data character framing code could be in error. These ten consecutive
error-free bits may occur anywhere within the data character framing
message preamble period.

The magnitude of improved reliability in message delivery
that can be realized by using the proposed data character framing
technique is related to the reduction in the size of the data sample.
If a S/N power ratio of 7.5 dB is assumed, then the probability of

receiving an error as read from the curve of Figure 12, (3) is 10- 2 ,
or on the average of one error per hundred bits. Present data char-
acter framing requires a string of 32 error-free bits, so there is a
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TABLE I

Time logic table

(2) ,. (3)
C C E- F -

1 2 3 4 5 6 7 8 9 10 11121314 151617 18192021

RESET t 1 0 0/0 1 1 1 0 0 0 0/0 1 1 1 0 0 000 1 1 1 0

DATA t 2  1 1 1/00000 0 0 0/0 1 000 0 00/0 1 0 0 0

I-SHOT t3  01 1/0 0 0 0 0 0 0 0/0 1 n 0 0 0 0 0/0 1 0 0 0

RESET t 4  0 1 1/00 1 0 0 0 0 0/0 1 1 1 0 0 00/0 1 1 1 0

DATA t 5  0 111 0 0 0 1 1 1 1/0 0 0 0 00 0 00/0 1 0 0 0

1-SHOT t 0 0/1 ) 0 0 1 0 1 1/0 000 0 0 0/0 1I 00

RESET t 7 0 1 0/1 0 1 0 1 I 0 010 0 0 0 o I I0

DATA t 8  0 1 /1 0 0 01 0 1 1/1 0 0 n 1 1 1 1/0 o I 0 0

1-SHOT t 9  0 1 0/1 0 0 01 01 0 0 0 1 1 1/0 0 ) 0 0

RESET o 0 1 0/l 0 1 0 1 0 1 n/I 0 I 0 1 I I/o 1 o 0

DATA I 0 1 /I 0 0 0 1 0 1 0/1 0 0 0 1 0 1 1/1 0 0 0 1

I-SHOT t20 1 (I 0 0 0 1 0 1 0/1 0 0 0 1 0 I / 1 0 0 0 1

RESET t 3 0 1 0/1 0 1 0 1 0 1 0/ 1 01 0 1 0 1 0/1 0 1 0 1
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probability of success of 0.67. The proposed data character framing
technique requires a string of only 10 error-free hits, so there is a
probability of success of 0.89, which results in 33% improvement in
message delivery.

To adapt the proposed data character framing technique to
present military data communications systems all that is required is
to substitute, in the message preamble, the new data character framing
code for the presently used data character framing code. The new code
is then processed by methods such as have been described. These
methods could be implemented by either software or firmware techniques.
Firmware implementation could be in the form of an integrated circuit
chip. Both the effectiveness of the data character framing method and
its simplicity of implementation suggest its universal use as a stan-
dard method for obtaining data character framing.
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APPENDIX

P 1/2 erfc Probabilitye of error

The complementary error func-
tion is defined by

erfc x 1 - erf

: _ z2 -t

If f e dt
x

where

2N Power ratio

N = average noise power level
- - I....at filter output at instant

of sampling

....................,, u = signal level at filter
-, output momentarily con-

taining the data bit at
the same instant of samp-
ling N.

The above analysis (3) applies to a Frequency Shift Keying (FSK) sig-
nal using synchronous (coherent) detection. This type of detection
requires an e.¢act replica of each of the frequencies representing the

binary states to be available at the receiver. To satisfy this re-
quirement PLL's are used. As the signal and noise add in the filters,
it is expected that the filter output with the signal will be alge-

braically larger than the filter without the signal. If this is not
true and error is indicated.
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